Structure identification of uncertain dynamical networks coupled with complex-variable chaotic systems
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Abstract: Topological structures and node dynamics of dynamical networks have important influence on their dynamical behaviours. In practical applications, not all of them can be well determined beforehand; therefore this study investigates the structure identification of an uncertain dynamical network coupled with complex-variable chaotic systems. Based on the Barbalat’s lemma, corresponding network estimators are designed for identifying the unknown or uncertain topological structure and node dynamics. Notably, the node dynamics need not to be identical and the topological structure need not to be symmetric or irreducible. Furthermore, this method can also better monitor the switching topological structure of a dynamical network. Numerical simulations are provided to verify the correctness and effectiveness of the theoretical results.

Nomenclature

Throughout this paper, for any complex number (or complex vector) $x$, $x^r$ and $x^i$ denote its real and imaginary parts, respectively. $\bar{x}$ denotes the complex conjugate of $x$. $\|x\|$ denotes the norm of $x$, defined by $\|x\| = \sqrt{x^\text{T}x}$.

1 Introduction

Dynamical networks have been successfully used to model many large scale physical systems consisting of large number of interactive individuals [1, 2]. Synchronisation as a typical collective dynamical behaviour of networks has attracted increasing attention from researchers and engineers, and has many potential practical applications [3–10]. Therefore how to control a dynamical network to a desired synchronisation status is an interesting and challenging problem.

Recently, many kinds of control schemes have been adopted to design controllers for achieving synchronisation, such as feedback control, adaptive control, intermittent control, pinning control and so on. In particular, pinning control has been widely investigated in various network models in virtue of lower control cost and easier implementation. In [11], authors investigated pinning control of scale-free dynamical networks and shown that the specifically pinning of the most highly connected nodes requires a significantly smaller number of local controllers as compared to the randomly pinning scheme. In [12], authors studied three fundamental problems in pinning control of dynamical networks, that is, what type of pinning schemes may be chosen, what kind of controllers may be designed and how large the coupling strength should be used for synchronising a given network. In [13], authors investigated pinning synchronisation of both undirected and directed dynamical networks and proposed specifically pinning schemes to select pinned nodes by investigating the relationship among pinning synchronisation, network topology and the coupling strength.

Clearly, all pinning control discussions above are based on the assumption that all the parameters of these networks, including topological structure and local node dynamics, are known in advance. However, not all parameters can be well determined beforehand in practical applications, that is, there may exist unknown or uncertain parameters. For example, in many cellular networks, the interactions between the protein–DNA are sometimes unknown, which can be viewed as the topological structure of the cellular networks. However, the DNA interactions play a crucial role in cellular processes, so identifying effectively the interactions becomes more interesting and important. Therefore structure identification of uncertain dynamical networks becomes a crucial issue [14–20]. In [14], authors suggested for the first time a method for estimating the topology of a network based on the dynamical evolution supported on the network. In [18], authors investigated structure identification of dynamical networks with both topological structure and node dynamics. In [20], authors studied topology identification and adaptive synchronisation of uncertain complex networks with adaptive double scaling functions.
Complex-variable chaotic systems have been used to model physical systems involving complex variables [21–24]. In [25], authors investigated synchronisation of a network coupled with complex-variable chaotic systems via pinning control and intermittent control, in which the topological structure and node dynamics are known. For unknown complex-variable dynamical networks, how to identify the unknown or uncertain topological structure and node dynamics has not been studied yet. Thus, this paper considers structure identification of uncertain dynamical networks coupled with complex-variable chaotic systems. Based on the Barbalat’s lemma, an adaptive control scheme is adopted to design corresponding network estimators for identifying the unknown systems. Notably, the local node dynamics need not to be identical and the topological structure need not to be symmetric or irreducible. Furthermore, from numerical simulations, one can find that this method can also better monitor the switching topological structures of dynamical networks.

This paper is organised as follows. Section 2 introduces some preliminaries and the network models. Section 3 considers the structure identification and designs corresponding network estimators. Section 4 provides several numerical simulations to verify the correctness and effectiveness of the derived results. Section 5 concludes the paper.

2 Model and preliminaries

Consider a network consisting of $N$ individuals indexed by $k = 1, 2, \ldots, N$, described by complex-variable chaotic systems

$$\dot{x}_k(t) = f_k(x_k(t), \alpha_k)$$

or

$$\dot{x}_k(t) = g_k(x_k(t)) + F_k(x_k(t)) \alpha_k$$

where $x_k(t) = (x_{k1}(t), x_{k2}(t), \ldots, x_{kn}(t))^T \in \mathbb{C}^n$ is an $n$-dimensional complex vector with $x_{k1}(t) = x_{k1}^1(t) + jx_{k1}^2(t)$ and $j = \sqrt{-1}; f_k, g_k : \mathbb{C}^n \rightarrow \mathbb{C}^n$ are $n$-dimensional complex-valued vector functions; $\alpha_k \in \mathbb{R}^p$ is a $p_k$-dimensional system parameter vector of the $k$th individual; $F_k : \mathbb{C}^n \rightarrow \mathbb{C}^{n \times p_k}$ is an $n \times p_k$ matrix.

Then, the networked system is described by

$$\dot{x}_k(t) = f_k(x_k(t), \alpha_k) + \epsilon \sum_{l=1}^N a_{kl} H_{kl}(t), \quad k = 1, 2, \ldots, N$$

where $\epsilon > 0$ is the coupling strength, $H = \text{diag}(h_1, h_2, \ldots, h_N) \in \mathbb{R}^{n \times n}$ is the inner coupling matrix, $A = (a_{kl}) \in \mathbb{R}^{N \times N}$ is the zero-row-sum outer coupling matrix determining the topology and coupling strength of the network, which are defined as: if node $k$ is affected by node $l$ ($l \neq k$), then $a_{kl} \neq 0$; otherwise, $a_{kl} = 0$.

**Assumption 1:** Suppose that there exists a constant diagonal matrix $M = \text{diag}(m_1, m_2, \ldots, m_n)$ such that the complex-valued vector functions $f_k(x)$ satisfies

$$(y - x)^T f_k(y, \alpha_k) - f_k(x, \alpha_k) + (y - x)^T (f_k(y, \alpha_k) - f_k(x, \alpha_k))$$

$$\leq (y - x)^T M(y - x)$$

for all $x, y \in \mathbb{C}^n$, $k = 1, 2, \ldots, N$.

**Remark 1:** It is easy to check that many typical complex-variable chaotic systems, such as the complex-variable Chen, Lü and Lorenz systems, all satisfy Assumption 1.

**Assumption 2:** Denote $F_k(y_k(t)) = (F_k^1(y_k(t)), \ldots, F_k^n(y_k(t)))$ with $F_k^l(y_k(t)) \in \mathbb{C}^n$ for $l = 1, \ldots, p_k$. Suppose that $\{F_k^l(y_k(t))\}_{t=1}^N$ are linearly independent on the orbits $\{y_k(t)\}_{t=1}^N$ for $t > 0$.

**Lemma 1** (Barbalat’s lemma [26]): If $\Phi : R \rightarrow R^+$ is a uniformly positive function for $t \geq 0$ and if the limit of the integral $\lim_{t \rightarrow \infty} \int_0^t \Phi(t) dt$ exists and is finite, then $\lim_{t \rightarrow \infty} \Phi(t) = 0$.

3 Structure identification of uncertain dynamical networks

In this section, structure identification of uncertain dynamical networks coupled with complex-variable chaotic systems are studied in two cases.

First, assume that the topology of network (3) is unknown and to be identified, that is, outer coupling $A$ is unknown. Our objective here is to identify the unknown topology through designing proper network estimators and adaptive updating laws. We then consider the following network as the estimator

$$\dot{y}_k(t) = f_k(y_k(t), \alpha_k) + \epsilon \sum_{l=1}^N \hat{a}_{kl}(t) H_{kl}(t) + u_k(t)$$

$$u_k(t) = -\hat{d}_k(t)(y_k(t) - x_k(t))$$

$$\dot{\hat{d}}_k(t) = \delta_k(y_k(t) - x_k(t))^T (y_k(t) - x_k(t))$$

$$\dot{\hat{u}}_k(t) = -\theta_k(y_k(t) - x_k(t))^T H_{y_k(t)}$$

$$+ y_k^T(t) H_{y_k(t)} (y_k(t) - x_k(t))$$

where $y_k(t) = (y_{k1}(t), y_{k2}(t), \ldots, y_{kn}(t))^T \in \mathbb{C}^n, k = 1, 2, \ldots, N, \tau > 0, \theta_k > 0$ are constants, $\hat{A} = (\hat{a}_{kl}) \in \mathbb{R}^{N \times N}$ is the estimated matrix of $A$.

Let the errors $e_k(t) = y_k(t) - x_k(t), k = 1, 2, \ldots, N$. Then the error system is

$$\dot{e}_k(t) = f_k(y_k(t), \alpha_k) - f_k(x_k(t), \alpha_k) + \epsilon \sum_{l=1}^N \hat{a}_{kl}(t) H_{y_k(t)}$$

$$- \epsilon \sum_{l=1}^N a_{kl} H_{kl}(t) + u_k(t)$$

$$= f_k(y_k(t), \alpha_k) - f_k(x_k(t), \alpha_k) + \epsilon \sum_{l=1}^N a_{kl} H_{kl}(t)$$

$$+ \epsilon \sum_{l=1}^N (\hat{a}_{kl}(t) - a_{kl}) H_{kl}(t) + u_k(t)$$

**Theorem 1:** Suppose that (A1) and (A2) hold. Then the unknown coupling matrix $A$ of the uncertain dynamical network (3) can be identified by the estimated matrix $\hat{A}$ of the network estimator (4).
Proof: Consider the following Lyapunov function

\[ V(t) = \sum_{k=1}^{N} c_k^T(t) \hat{e}_k(t) + \sum_{k=1}^{N} (d_k(t) - d_k^*)^2 \delta_k + \sum_{k=1}^{N} \sum_{l=1}^{N} \varepsilon (\hat{u}_l(t) - a_{kl})^2 + 2\theta_{kl} \]

where \( d_k^* \) \((k = 1, 2, \ldots, N)\) are sufficiently large positive constants to be determined.

The derivative of \( V(t) \) along the trajectories of (4) and (5) satisfies (see equation at the bottom of the page) where \( E(t) = (e_k^T(t), e_k^T(t), \ldots, e_k^T(t))^T \), \( I_n \) and \( I_N \) are \( n \)-dimensional and \( N \)-dimensional identity matrices, \( \otimes \) denotes the Kronecker product, and \( D = \text{diag}(d_1^*, d_2^*, \ldots, d_N^*) \).

Let \( m^* = \max_{x \in \mathbb{R}^m} \langle x \rangle \), \( d^* = \min_{1 \leq k \leq N} \{ d_k^* \} \) and \( \lambda_{\max} \) be the largest eigenvalue of \( (A^T + A) \otimes H \), then one can choose \( d^* = m^* + \varepsilon \lambda_{\max} + 1 \) such that

\[ \dot{V}(t) \leq -E^T(t)E(t) \quad (6) \]

Then one has

\[ \lim_{t \to \infty} \int_0^t E^T(s)E(s) \, ds \leq - \lim_{t \to \infty} \int_0^t \dot{V}(s) \, ds = V(0) - \lim_{t \to \infty} V(t) \]

and \( \sup_{t \geq 0} V(t) \leq V(0) \), that is, \( V(t) \) is bounded. That is to say, \( E(t) \in L^2 \) and \( E(t) \) is bounded, that is \( E(t) \in L^\infty \). From error system (5), one has \( \dot{E}(t) \) exists and is bounded for \( t \in [0, \infty) \). According to Barbalat’s lemma, one obtains \( \lim_{t \to \infty} \dot{E}(t) = 0 \), which leads \( \lim_{t \to \infty} \dot{E}(t) = 0 \). Then, \( y(t) = (y_1(t), y_2(t), \ldots, y_N(t))^T \) converges to the following largest invariant set

\[ \mathcal{E} = \{ y(t) : \sum_{k=1}^{N} (\hat{a}_{kl} - a_{kl}) H y_l(t) = 0, \ k = 1, 2, \ldots, N \}, \]

as \( t \to \infty \).

From (A2), one has \( \hat{a}_{kl}(t) \to a_{kl} \), that is, the unknown coupling matrix \( A \) can be identified when the synchronisation between networks (3) and (4) is achieved. \( \square \)

Second, assume that the topology \( A \) and system parameter \( a_k \) of network (3) are unknown and to be identified. Consider the following network as estimator

\[ \dot{y}_k(t) = g_k(y_k(t)) + F_k(y_k(t)) \hat{a}_k(t) + \varepsilon \sum_{l=1}^{N} \hat{a}_{kl}(t) H y_l(t) + u_k(t) \]

\[ u_k(t) = -d_k e_k(t), \quad \dot{e}_k(t) = \delta_k e_k^T(t) e_k(t) \]

\[ \dot{\hat{a}}_k(t) = -\eta_k \left( \frac{\hat{F}_k(y_k(t))}{H y_k(t)} e_k(t) + F_k(y_k(t)) e_k(t) \right) \]

\[ \dot{\hat{a}}_{kl}(t) = -\theta_{kl} (e_k^T(t) H y_l(t) + y_k(t) H e_l(t)) \quad (7) \]

where \( k = 1, 2, \ldots, N \), \( l = 1, 2, \ldots, N \), \( \delta_k > 0 \), \( \eta_k > 0 \) and \( \theta_{kl} > 0 \) are constants, \( \hat{a}_k(t) \) and \( \hat{a}_{kl}(t) \) are the estimated values of \( a_k \) and \( a_{kl} \).

Then, the error system can be written as

\[ \dot{e}_k(t) = f_k(y_k(t), a_k) - f_k(y_k(t), \alpha_k) + F_k(y_k(t)) (\hat{a}_k(t) - a_k) \]

\[ + \varepsilon \sum_{l=1}^{N} a_{kl} H e_l(t) + \varepsilon \sum_{l=1}^{N} \hat{a}_{kl}(t) - a_{kl} H y_l(t) + u_k(t) \]

(8)

Theorem 2: Suppose that (A1) and (A2) hold. Then the unknown system parameters \( a_k \) and coupling matrix \( A \) of the uncertain dynamical network (3) can be identified by the estimated values \( \hat{a}_k \) and \( \hat{A} \) of the network estimator (7).

Proof: Consider the following Lyapunov function

\[ V(t) = \sum_{k=1}^{N} c_k^T(t) e_k(t) + \sum_{k=1}^{N} (d_k(t) - d_k^*)^2 \delta_k + \sum_{k=1}^{N} \sum_{l=1}^{N} \varepsilon (\hat{a}_{kl} - a_{kl})^2 + 2\theta_{kl} \]

where \( d_k^* \) \((k = 1, 2, \ldots, N)\) are sufficiently large positive constants to be determined.
The derivative of $V(t)$ along the trajectories of (7) and (8) satisfies

$$
\dot{V}(t) = \sum_{k=1}^{N} e_k^T(t) e_k(t) + \sum_{k=1}^{N} e_k^T(t) \dot{e}_k(t) + \sum_{k=1}^{N} 2(\dot{d}_k(t) - d_k^\varepsilon) \dot{\hat{a}}_k(t) \\
+ \sum_{k=1}^{N} \sum_{l=1}^{N} e(\hat{a}_{kl}(t) - a_{kl}) \dot{\hat{a}}_{kl}(t) \\
+ \sum_{k=1}^{N} (\hat{a}_k(t) - a_k)^T \dot{\hat{a}}_k(t) \\
\leq E^T(t)(I_N \otimes M - D \otimes I_n) + (A^T + A) \otimes H \hat{E}(t)
$$

Similar to the proof of the above Theorem 1, one can easily show that $\lim_{t\to\infty} E(t) = 0$ and $\lim_{t\to\infty} \dot{E}(t) = 0$. Then, $y(t) = (y_1^T(t), y_2^T(t), \ldots, y_N^T(t))^T$ converges to the following largest invariant set

$$
\mathcal{S} = \left\{ y(t) : F_k(y_k(t))(\hat{a}_k(t) - a_k) + \varepsilon \sum_{l=1}^{N} (\hat{a}_{kl}(t) - a_{kl}) = 0, \quad k = 1, 2, \ldots, N \right\}, \quad \text{as } t \to \infty
$$

From (A2), one has $\dot{\hat{a}}_k(t) \to a_k$ and $\dot{\hat{a}}_{kl}(t) \to a_{kl}$, that is, the unknown system parameters $a_k$ and coupling matrix $A$ are identified when networks (3) and (7) achieve synchronisation. \hfill \Box

**Corollary 1:** Suppose that (A1) and (A2) hold. If a dynamical network coupled with $N$ identical complex-variable chaotic systems, described by

$$
\dot{x}_k(t) = g(x_k(t)) + F(x_k(t)) \alpha + \varepsilon \sum_{l=1}^{N} a_{kl} H x_l(t), \\
k = 1, 2, \ldots, N
$$

Then, the unknown system parameters $\alpha$ and coupling matrix $A$ of network (9) can be identified by the the estimated values $\hat{\alpha}$ and $\hat{A}$ of the following network estimator

$$
\dot{\hat{y}}_k(t) = g(\hat{y}_k(t)) + F(\hat{y}_k(t)) \hat{\alpha}(t) + \varepsilon \sum_{l=1}^{N} \hat{a}_{kl}(t) H \hat{y}_l(t) + u_k(t) \\
u_k(t) = -d_k(t) e_k(t), \quad \dot{\hat{a}}_k(t) = \hat{\delta}_k e_k(t) \\
\hat{\alpha}(t) = -n \sum_{k=1}^{N} (f(\hat{y}_k(t)))^T e_k(t) + F^T(\hat{y}_k(t)) e_k(t) \\
\hat{a}_{kl}(t) = -\delta_{kl} (e_k^T(t) H \hat{y}_l(t) + y_k^T(t) H e_l(t))
$$

where $k = 1, 2, \ldots, N$, $l = 1, 2, \ldots, N$, $\hat{\delta}_k > 0$, $n > 0$ and $\delta_{kl} > 0$ are constants.

**Remark 2:** In the above discussions, the coupling matrix $A$ need not to be symmetric and irreducible. The synchronisation and identification speed can be adjusted by choosing proper constants $\delta_k$, $n_k$ and $\delta_{kl}$.

## 4 Numerical simulations

Consider a dynamical network (3) coupled with five different complex-variable Chen systems [22], which can be described by

$$
\dot{x}_k(t) = g_k(x_k(t)) + F_k(x_k(t)) \alpha_k + \varepsilon \sum_{l=1}^{5} a_{kl} H x_l(t), \\
k = 1, 2, \ldots, 5
$$

where $x_k(t) = (x_{k1}(t), x_{k2}(t), x_{k3}(t))^T$ is the state variable, $g_k(x_k) = (0, -x_{k1} x_{k2}, (x_{k1} x_{k2} + x_{k1} x_{k2})/2)^T$, $\alpha_k = (\alpha_{k1}, \alpha_{k2}, \alpha_{k3})^T$ is the system parameter vector, and

$$
F_k(x_k) = \begin{bmatrix}
-x_{k2} & -x_{k1} & 0 & 0 \\
-x_{k1} & x_{k1} + x_{k2} & 0 & 0 \\
0 & 0 & 0 & -x_{k3}
\end{bmatrix}
$$

In the following numerical examples, we choose the coupling matrix $A$ as

$$
A = \begin{bmatrix}
-6 & 3 & 2 & 1 & 0 \\
2 & -3 & 3 & -1 & -1 \\
-1 & 3 & -5 & 0 & 3 \\
0 & 2 & 3 & -4 & -1 \\
1 & 2 & -3 & 4 & -4
\end{bmatrix}
$$
Identification of unknown (uncertain) network structure $a_{kl}$

Identification of unknown network structure $a_{kl}$

Identification of unknown system parameters $\alpha_k$

and the system parameter vectors $\alpha_k = (27, 20 + k/2, 1)^T$ for $k = 1, \ldots, 5$.

From [25], the complex-variable Chen systems satisfy Assumption (A1), because they are chaotic and bounded for any initial values. Further, many dynamical networks with non-identical nodes naturally satisfy Assumption (A2) (see [18]), that is, the conditions in above theorems can be satisfied.

First, suppose that only the coupling matrix $A$ is unknown and to be identified. In the numerical simulations, choose the coupling strength $\varepsilon = 0.5$, the inner coupling matrix $H = \text{diag}(1, 1, 1)$, the adaptive gains $\delta_k = 1$ and $\theta_{kl} = 1$, the initial values $d_k(0) = 20$ and $\hat{a}_{kl}(0) = 3$ for $k, l = 1, 2, 3, 4, 5$. Further, choose the initial values of the state variable $x_k(t)$ and $y_k(t)$ randomly. Fig. 1 shows the identification of unknown topology structure.
Second, suppose that the coupling matrix $A$ is uncertain and switched from $A$ to the following matrix $A'$ at time $t = 80$

$$A' = \begin{bmatrix}
-6 & 0 & 1 & 2 & 3 \\
2 & -3 & 3 & -1 & -1 \\
-1 & 3 & -5 & 0 & 3 \\
0 & 2 & 3 & -4 & -1 \\
4 & -3 & 2 & 1 & -4
\end{bmatrix}$$

In numerical simulations, choose the same parameters as those in the above example. Fig. 2 shows that the network estimator can not only identify the unknown network structure but also monitor the switching structure rapidly.

Third, suppose that both the coupling matrix $A$ and the system parameters $\alpha_k$ are unknown and to be identified. In numerical simulations, choose the same parameters as those in the above example. Further, choose the initial values of estimated values $\hat{\alpha}_t(k)$ as $\alpha_{13}(0) = 25$, $\alpha_{12}(0) = 22$, $\alpha_{43}(0) = 2$ and $\eta_k = 3, k = 1, 2, 3, 4, 5$. Fig. 3 shows the identification of unknown topological structure and Fig. 4 shows the identification of unknown system parameters.

Finally, consider network (9) consisting of 20 identical complex-variable Chen systems with WS small-world topological structure, which is shown in Fig. 5a. Suppose that only the coupling matrix $A$ is unknown and to be identified. In numerical simulations, choose the coupling strength $\epsilon = 0.1$, the inner coupling matrix $H = \text{diag}(1, 1, 1)$, the adaptive gains $\delta_l = 1$ and $\theta_l = 1$, the initial values $d_k(0) = 20$ and $\dot{d}_k(0) = 0.5$ for $k, l = 1, 2, \ldots, 20$. Then choose the initial values of the state variable $x_k(t)$ and $y_k(t)$ randomly. Fig. 5b shows the identification of unknown topological structure.

5 Conclusions

This paper discusses structure identification of uncertain dynamical networks coupled with complex-variable chaotic systems. Based on the Barbálat’s lemma, an adaptive control scheme is used to design corresponding network estimators for identifying the unknown or uncertain topological structures and node dynamics. In particular, the topological structure need not to be symmetric or irreducible, and the local node dynamics need not to be identical. Furthermore, numerical simulations show that this method can monitor the switching topological structures of a dynamical network quickly.
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