A fast method for evaluating Green’s function in irregular domains with application to charge interaction in a nanopore
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Abstract. We develop a fast meshless algorithm for electrostatic interaction in an irregular domain with given potential boundary conditions, which is of importance in many applications such as electrochemical energy and electric structure calculations. The algorithm is based on an approximation of the Green’s function using two-level image charges, in which the inner-layer charges are located nearby the boundary to eliminate the singularity of the induced polarization potential, and the outer-layer charges with fixed positions approximate the long-range tail of the potential. We find the number of inner-layer image charges can be very small and thus the total complexity of the algorithm is less expensive and potentially suitable for use in particle simulations. The numerical results show the performance of the algorithm is attractive. We also use the algorithm to investigate the electrostatic interaction for particles in a cylindrical nanopore and show that the electrostatic interaction within the pore has an exponential decay.
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1 Introduction

Electrostatics at interfaces has been the central theme for nanoscale systems such as colloidal suspensions, biomolecules, electrochemical energy devices, and nanoparticle self-assembly [1]. Particle simulations for these systems require a convenient calculation for the Green’s function of Poisson’s equation with specified boundary or interface conditions, which gives the electrostatic interaction between particles. The image-charge
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method (ICM) is unique to provide an analytical representation for given boundary or interface conditions [2]. The ICM has been widely applied in particle simulations for dielectric effects near interfaces [3,4], but it only exists in very limited boundary geometries such as planar interfaces and spheres. The use of the Green’s function for irregular boundaries is often avoided in literature, and one solves the Poisson’s equation by the grid-based method such as boundary integral method [5–7] in order to do particle simulations with irregular surfaces, which is computationally intensive and is only available for small systems.

In this work, a meshless fast algorithm is proposed for numerical approximation of the Green’s function for Poisson’s equation in irregular domains with Dirichlet boundary condition. Since the induced potential due to a point source is a harmonic function, we approximate its boundary data by potential functions from fictitious point sources outside the boundary (image charges), and determine the coefficients by requiring the error minimization on the boundary. Historically, this idea with fictitious point sources has been widely discussed as the method of fundamental solutions (MFS) for boundary value problems of differential equations in engineering applications, particularly, for Laplace’s equation [8,9], which keeps attracting the latest attention in computational science [10,11]. The new development in the present work is the use of a two-layer ICM approximations for assignment of image-charge locations, and the inner-layer images are determined through an adaptive manner by a nonlinear least squares fitting. Since in the Green’s function problem, the induced charge is only singular when the source approaches the boundary, it is found that only a small number of inner-layer images can effectively eliminate the singularity, and thus the nonlinear optimization can be performed rapidly due to the low dimensions. As usual as the MFS, the outer-layer images have fixed locations distributed on a regular surface, and their strengths are determined by solving a linear problem. We show the two-layer algorithm provides very rapid calculations of Green’s functions, and thus it is potentially useful for particle simulations of charged systems, which will be the objective of our ongoing work.

The new algorithm is used to investigate the interaction force between ionic particles in nanopores. This problem is of great importance in electrochemical energy devices as the electrode is often made of porous materials and the understanding of ionic interaction within nanopores is essential to enhance the capacitance of the electrode [12]. It is observed that ionic pairwise interaction is exponentially decaying within the nanopore and the decaying rate is comparable to the pore size. This implies that a nanopore is accessible by a large number of likely charged ions and the capacitance is then maximized due to appropriate pore sizes, in agreement with many experimental and simulational suggestions [13–15].

The organization of this paper is as follows. In Section 2, we present the boundary integral expressions for the Green’s function with conducting boundary condition on physical boundary and extended boundary, and discuss the numerical algorithm. In Section 3, numerical examples for different boundary geometries are performed to show the attractive performance of the algorithm, and the algorithm is used to study the charge
interaction within a nanopore. Finally, concluding remarks are drawn in Section 4.

2 Method

2.1 Green’s function for Dirichlet boundary condition

Consider the electrostatic potential \( \Phi(r) \) for a system with charge distribution within a vessel domain \( \Omega \) of metallic boundary, which is described by the Poisson’s equation,

\[
-\nabla^2 \Phi(r) = 4\pi \rho(r), \quad r \in \Omega,
\]

subject to an electrostatic potential boundary condition \( \Phi(r) = V(r) \) for \( r \in \partial \Omega \), where the charge density is the superposition of \( N \) point charges and a continuous distribution, \( \rho(r) = \sum_j q_j \delta(r - r_j) + \rho_c(r) \) with \( q_j \) being the point charge of the \( j \)th ion at position \( r_j \), and \( \rho_c \) can be the electron density or some fixed charge distribution \([16]\). In electrochemical, biophysical, and soft matter applications \([17]\), the ions are mobile and the Poisson’s equation should be solved in each time step for the dynamics of ions, thus a fast Poisson solver is essential for computational research of these systems.

By using the Green’s theorem, one can reformulate the Poisson’s equation in an integral form \([18]\),

\[
\Phi(r) = \int_{\Omega} \rho(p) G(r, p) dp - \frac{1}{4\pi} \oint_{\partial \Omega} V(p) \frac{\partial}{\partial n_p} G(r, p) dS(p),
\]

where \( n_p \) is the unit vector at \( p \) on the boundary and the Green’s function \( G \) is defined by,

\[
\begin{cases}
-\nabla^2 G(r, p) = 4\pi \delta(r - p), & r \in \Omega, \\
G(r, p) = 0, & r \in \partial \Omega.
\end{cases}
\]

It is seen that for the Dirichlet boundary condition the superposition does not hold any more due to the boundary contribution. The electrostatic potential within the domain is determined by Eq. (2.2) if the Green’s function can be efficiently solved. The essential step to use the integral formulation is then a fast algorithm for the Green’s function (2.3). This integral-equation method is particularly useful for problems in particle simulations \([17]\) as the number of particles may be much smaller than the number of grid points in grid-based methods and the singularities due to that the point sources are close to the boundary.

The Green’s theorem can also be used to write the solution to Eq. (2.3) into an integral form by using the free-space Green’s function for the Laplace equation, \( 1/|r - p| \),

\[
G(r, r') = \frac{1}{|r - r'|} + \frac{1}{4\pi} \oint_{\partial \Omega} \frac{\partial G(p, r')/\partial n_p}{|r - p|} dS(p).
\]

Given the source location \( r' \), the surface charge density \( \sigma(p) = \partial G(p, r')/\partial n_p \) can be determined by numerically solving the boundary integral equation when \( r \) approaches the
boundary. Although boundary integral methods have been widely studied for the Poisson’s equation, one will not use it to solve the Green’s function $G$ due to the expensive cost as the calculation should be performed for each $r'$ because the boundary integral method is grid-based and it has to use many grid points to resolve the singularity when $r'$ approaches the boundary.

In a special case, when the domain is a sphere of radius $R$, the Green’s function can be exactly represented by using an image charge. Let $r' = r'n'$ and $r_K = (R^2/r)n'$ be the mirror position of the Kelvin transformation, then one has,

$$G(r,r') = \frac{1}{|r-r'|} + \frac{(-R/r')}{|r-r_K'|}, \quad (2.5)$$

where the image charge of strength $-R/r'$ introduces an additional fundamental solution such that the boundary condition in Eq. (2.3) is satisfied.

Physically, the image-charge potential is the induced potential due to the unit source charge at $r'$ under the conducting boundary condition [2]. The so-called ICM is a unique method to solve the electrostatic problems, which introduces one or some fictitious charges outside the interested domain to represent the influence due to the boundary condition. It has been studied for different boundary conditions, but limits to regular geometries [19], e.g., dielectric spherical or layered spherical geometries [20–25]. In general, no simple ICM exists for a boundary with irregular shape because the image theory requires the analytical expression of the solution. In the following discussion, we aims to approximate the Green’s function by a two-layer ICM. It is a coupling approach of the ICM and the boundary integral method, which shall be efficient for calculating the Green’s function as the inner-layer images can resolve the singularity of the point source, and the outer-layer images accurately approximate the long-range tail of the potential.

### 2.2 Boundary integral on an extended domain

Let $G_{\text{ind}}(r,r') = G - 1/|r-r'|$ be the induced potential, then $G_{\text{ind}}$ is a harmonic function in domain $\Omega$ with boundary value $G_{\text{ind}} = -1/|r-r'|$ for $r \in \partial \Omega$. As shown in Figure 1, we introduce an artificial boundary such that its enclosed region $\Omega'$ satisfies $\Omega \subset \Omega'$ and $\partial \Omega \cap \partial \Omega' = \emptyset$. The induced potential can be written by the following integrals,

$$G_{\text{ind}}(r,r') = \int_{\Gamma} \frac{q(p)}{|r-p|} dp + \int_{\partial \Omega} \frac{\sigma(p)}{|r-p|} dS(p), \quad (2.6)$$

where $\Gamma$ is a subset inside the complementary set $\Omega' \setminus \Omega$. When $G_{\text{ind}}$ can be harmonically extended to domain $\Omega'$, then $\sigma$ is the Dirichlet-to-Neumann mapping [26] of $G_{\text{ind}}$ on its boundary. Here, $\Gamma$ is defined as the set where the harmonic extension fails, and $q$ represents the singularity in the harmonic extension.

Let $\hat{\Omega}$ be the domain where the induced potential $G_{\text{ind}}$ can be harmonically extended within $\Omega'$, then it satisfies $\Omega \subset \hat{\Omega} \subset \Omega'$. If $\hat{\Omega} = \Omega'$, then clearly $\Gamma = \emptyset$, and the induced
Figure 1: Schematic illustration for the solution of the Green’s function. The induced potential due to the source charge at \( r' \) is approximated by the superposition of point image charges \( q_j, j = 1, \ldots, L \) and surface charge \( \sigma(\mathbf{r}) \) on \( \partial \Omega^e \).

Potential can be written as an integral over \( \partial \Omega^e \). This is very beneficial for numerical approximation since the artificial boundary \( \partial \Omega^e \) is generally of regular shape. If \( \Omega \neq \Omega^e \), then \( G_{\text{ind}} \) can be represented as the integral over \( \partial \Omega^e \), and thus \( \Gamma \) can take \( \partial \Omega^e \setminus \partial \Omega^e \). In this case, \( \sigma(\mathbf{r}) = 0 \) for \( \mathbf{r} \in \partial \Omega^e \setminus \partial \Omega^e \).

In general, the singularity of the harmonic extension only happens in a set of zero measure, which will be presented by inner-layer images in this work. Use the spherical domain as an example for which Eq. (2.5) is the exact solution. If \( \mathbf{r}_K \) is not in \( \Omega^e \), the induced potential \( G_{\text{ind}}(\mathbf{r}, \mathbf{r}') = -(R/\mathbf{r}')/|\mathbf{r}-\mathbf{r}_K| \) can be harmonically extended into the whole domain of \( \Omega^e \), and then \( \Gamma = \emptyset \). If \( \mathbf{r}_K \in \Omega^e \), it is also straightforward to see that \( \Gamma = \{ \mathbf{r}_K \} \) is simply a set of a single point. Now for the spherical domain, if the boundary conditions are interface conditions across the surface, we can see that the image charges are composed of a point and a line [22]. Similarly, in the case of a cubic box, the image charges are isolated points [27].

To justify the importance of the integral over \( \Gamma \), let us consider another case: \( \Omega \) and \( \Omega^e \) are two infinite cylinders with radius \( r_1 \) and \( r_2 \) and their central axes coincide with the \( z \)-axis. In cylindrical coordinates \((r, \theta, z)\), suppose that the source point is at \((r',0,0)\) with \( r' < r_1 \). If without taking into account the contribution from \( q(\mathbf{r}) \), Eq. (2.6) becomes,

\[
\int_{\partial \Omega^e} \sigma(\theta_1,z_1)g(\theta_1-\theta_2,z_1-z_2)d\theta_2dz_2 = f(\theta_1,z_1) \tag{2.7}
\]

for every \((\theta_1,z_1)\) on \( \partial \Omega_1 \), where,

\[
g(\theta,z) = \frac{1}{\sqrt{r_1^2 + r_2^2 - 2r_1r_2\cos\theta + z^2}} \tag{2.8}
\]
and,

\[ f(\theta, z) = -\frac{1}{\sqrt{r_1^2 + r'^2 - 2r_1r'\cos\theta + z^2}} \]  

(2.9)

are the expressions for the free-space Green’s function and the induced potential on the surface.

In order to study the solution of \( \sigma \), one could use the Fourier series expansion. Let \( \hat{g}_\theta(j, z) \) and \( \hat{g}_z(\theta, k) \) be the Fourier coefficients of \( g \) for \( \theta \) and \( z \) coordinates, respectively. Then, by some calculations their leading asymptotics for the high-frequency limit are expressed as,

\[
\begin{align*}
\hat{g}_\theta(j, z) &\sim \frac{\pi}{2} \sqrt{\frac{2}{r_1r_2}} \left( \frac{r_1^2 + r_2^2 + z^2}{2r_1r_2} + \sqrt{\left(\frac{r_1^2 + r_2^2 + z^2}{2r_1r_2}\right)^2 - 1} \right)^{-j}, \quad \text{as } j \to \infty, \\
\hat{g}_z(\theta, k) &\sim \frac{\pi/2}{(r_1^2 + r_2^2 - 2r_1r_2\cos\theta)^{1/4}} \sqrt{\frac{2}{k}} e^{-k(r_1^2 + r_2^2 - 2r_1r_2\cos\theta)^{1/2}}, \quad \text{as } k \to \infty.
\end{align*}
\]  

(2.10)

Similarly, for \( f \), we have,

\[
\begin{align*}
\hat{f}_\theta(j, z) &\sim -\frac{\pi}{2} \sqrt{\frac{2}{r_1r_j}} \left( \frac{r_1^2 + r'^2 + z^2}{2r_1r'} + \sqrt{\left(\frac{r_1^2 + r'^2 + z^2}{2r_1r'}\right)^2 - 1} \right)^{-j}, \quad \text{as } j \to \infty, \\
\hat{f}_z(\theta, k) &\sim -\frac{\pi/2}{(r_1^2 + r'^2 - 2r_1r'\cos\theta)^{1/4}} \sqrt{\frac{2}{k}} e^{-k(r_1^2 + r'^2 - 2r_1r'\cos\theta)^{1/2}}, \quad \text{as } k \to \infty.
\end{align*}
\]  

(2.11)

From these asymptotics, it is clear that when \( r_3 < r_1^2/r_2 \), the Fourier coefficients of \( \sigma(\theta, z) \), i.e., \( \hat{\sigma}_\theta = \hat{f}_\theta / \hat{g}_\theta \) and \( \hat{\sigma}_z = \hat{f}_z / \hat{g}_z \), tend to zero as \( j \) and \( k \to \infty \), and the solution of the integral equation (2.7) exists. From Eq. (2.11) it is not difficult to observe that the truncation error for the Fourier expansion of \( \sigma \) at \( j = k = \sqrt{N} \) is in the order of \( N^{-1/4}(r'/r_1)^N \), which converges very fast when \( r' \) is smaller than \( r_1 \). When \( r_3 \geq r_1^2/r_2 \), however, the Fourier coefficients of \( \sigma(\theta, z) \) do not tend to zero as \( j \to \infty \). Therefore, the solution of the integral equation (2.7) does not exist. In this case, the singularity between \( \partial \Omega \) and \( \partial \Omega' \) must be taken into account. It is then necessary to find a proper approximation for the integral on \( \Gamma \) in order to correctly solve the induced potential.

### 2.3 A two-layer image-charge method

The induced potential \( G_{\text{ind}} \) is approximated by a two-layer ICM based on the boundary integral expression with the extended domain, Eq. (2.6), as is shown in Fig. 1. Let \( \{ (q_i, r_i) \}_{i=1}^{L} \) be the strengths and positions of \( L \) image charges that approximate the integral over \( \Gamma \). These image charges are called inner-layer images. Let \( \Omega' \) be a domain of regular geometry with \( N \) collocation points \( \{ R_i \}_{i=1}^{N} \) on its boundary. Suppose the collocation points on \( \partial \Omega' \) are given, the charges \( \{ Q_i \}_{i=1}^{N} \) are to be determined, and we call these
points the outer-layer images. In this work, the collocation points are obtained by simulated annealing [28] of repulsive particles up to low temperature such that these points are almost uniformly distributed on $\partial \Omega^e$. The approximate induced potential within domain $\Omega$ is then given by,

$$
\tilde{G}_{\text{ind}} = \sum_{\ell=1}^{L} q_\ell \frac{1}{|r-r_\ell|} + \sum_{i=1}^{N} Q_i \frac{1}{|r-R_i|},
$$

(2.12)

where \(\{q_\ell, r_\ell, \ell=1,\ldots,L; Q_i, i=1,\cdots,N\}\) are to be calculated numerically.

Different from the idea of the multilayer method [10] for the Laplace equation where multiple fictitious boundaries are introduced to obtain accurate solutions, we determine adaptively the inner-layer images near the source since in this region the induced potential can be singular. We expect that a small number of inner-layer images can achieve this goal, i.e., $L \ll N$. In principle, one shall use the boundary data of the induced potential, $G_{\text{ind}} = -1/|r-r'|$ for $r \in \partial \Omega$, and these parameters of the charge locations and strengths of all images are determined by minimizing the $L_2$ error over the boundary, $E = \|G_{\text{ind}} - G_{\text{ind}}\|_2$ on $\partial \Omega$. This leads to a nonlinear problem of high dimensions, and thus the computational cost is intensive. For the purpose of rapid calculation, we solve for the parameters of the inner-layer and outer-layer images separately, and develop a new two-step algorithm to approximate the solution.

Let \(\{x_j\}_{j=1}^{M}\) be $M$ monitoring points on boundary $\partial \Omega$. At the first step of the algorithm, we suppose that the superposition of the inner-layer images provides an estimate of the induced potential and the parameters of these images are solved by minimizing the total error of the monitoring points. Let

$$
\phi(r) = \sum_{\ell=1}^{L} q_\ell \frac{1}{|r-r_\ell|} + \frac{1}{|r-r'|}
$$

(2.13)

be the potential distribution from the sum of the source and the inner-layer image charges. Then the parameters are solved by,

$$
\{(q_\ell, r_\ell)\}_{\ell=1}^{L} = \arg\min_{\{x_j\}_{j=1}^{M}} \sum_{j=1}^{M} [\phi(x_j)]^2.
$$

(2.14)

The image points are searched in domain $\Omega^e \setminus \Omega$. Since the gradient of the objective function can be exactly determined in a simple way, the steepest descent method is employed to calculate a locally optimal solution. In practice, the initial guess of the parameters depends on the geometry of the boundary and the locations are usually set near the source point. Since the accuracy of the algorithm is not sensitive to this step, the iteration is terminated when the objective function is less than a threshold value $10^{-6}$, and in addition one can use smaller number of monitoring points in the objective function (2.14) to reduce the computational cost.

Secondly, we solve for the outer-layer images. As the locations $\{R_i\}_{i=1}^{N}$ are pre-specified, this step calculates the strengths of these charges by solving a linear system
of equations, which aims to minimize the total error of these charges on the boundary \( \partial \Omega \). Let \( A \) be the \( M \times N \) matrix with identity \( A_{ji} = 1/|x_j - R_i| \), the charge vector \( y = (Q_1, \cdots, Q_N)^T \), and vector \( b = (\phi(x_1), \cdots, \phi(x_M))^T \) be the potential due to the source and the inner-layer images. The method of least squares is used to minimize the \( L_2 \) norm of the total contribution from monitoring points on the boundary, \( (Ay + b) \). Since the condition number of the coefficient matrix can be big, the SVD decomposition is employed to solve the least squares problem; see Lin et al. [11] and reference therein for discussion on fast MSF numerical algebra method.

The nonlinear optimization method for image charges has been used in literature. In a recent work [29], the ICM method was developed by fitting the harmonic expansion for the cylindrical geometry with dielectric jump conditions on the surface. Since only the step for inner-layer images is employed, it was reported that this leads to an error of around 1\% in the self energy calculation. In Example 3 of next section, it is shown that the two-level ICM can greatly improve the accuracy in comparison to this method.

3 Numerical results

We show the performance of the algorithm by using three numerical examples with domain \( \Omega \) as sphere, cube and cylindrical objects, respectively. We compute the errors for different locations of the source. In all calculations, the monitoring points \( \{x_j\}_{j=1}^M \) on \( \partial \Omega \) and collocation points \( \{R_i\}_{i=1}^N \) on \( \partial \Omega^c \) are obtained by running Monte Carlo simulated annealing [28] for repulsive particles on the surface. The zero-temperature limit of simulations leads to a quasi-crystal structure of particles which are considered as the monitoring and collocation points. In the step of determining inner-layer images, only partial monitoring points are included in the objective function, and those points close to the source points are used. Let \( D = \min \{|x_j - r'|, j = 1, \cdots, M\} \) be the minimum distance. We choose those points satisfying \(|x_j - r'| < 3D\) as the monitoring points in the calculations. All three examples use the Dirichlet boundary condition except that in the case of spherical geometry we also extend the method for the case of the Robin boundary condition.

**Example 1 (Spherical geometry).** We consider the case of \( \Omega \) being a sphere of radius \( R = 1 \) and a source charge located at \((0,0,r')\) within the sphere. The induced potential is calculated by the two-layer ICM, where the number of the inner-layer image is \( L = 1 \). The extended domain \( \Omega^c \) is also a concentric sphere of radius 2. We calculate the induced potential for two cases, \( r' = 0.7 \) and 0.9, where the absolute error function, \( \mathcal{E}(r) = |G_{\text{ind}} - G_{\text{ind}}| \), is used to measure the accuracy performance. For comparison, we calculate the results without putting an inner-layer image \( L = 0 \). Fig. 2 illustrates the error distribution over a cross section for the four cases with two different \( r' \) and \( L \) and \( N = 1600 \) is fixed. It can be seen that when \( r' \) approaches the boundary, the inner-layer image is required as the induced potential is the potential due to a charge at \( 1/r' \), which is singular in domain \( \Omega^c \). Even when \( r' \) is small such that the Kelvin image point is outside \( \Omega^c \), the inner-layer
Figure 2: Error distribution of the induced potential in a cross section at $(x, y, 0)$ plane within the unit sphere for a source charge located at $(0,0,r')$, respectively. (a) $r' = 0.7$ without inner-layer image; (b) $r' = 0.7$ with one inner-layer image; (c) $r' = 0.9$ without inner-layer image; (d) $r' = 0.9$ with one inner-layer image. The numbers on contours represent the logarithm of the error value.
image is still useful to improve the accuracy when the number of outer-layer images is the same by comparing panels (c) and (d).

As is known, the exact solution can be represented by an image charge located at the Kelvin image point. When \( r' < 0.5 \), the image charge is located outside \( \partial \Omega^e \) and the induced potential can be exactly represented by a surface charge on \( \partial \Omega^e \). In order to investigate the influence of the inner-layer image, we show the maximum error as function of the outer-layer image number \( N \) for four different \( r' \) from 0.1 to 0.8 in Fig. 3(ab). It is observed that when \( r' < 0.5 \), the accuracy for \( L=0 \) case can be very high as long as \( N \) is large enough (the error rapidly drops to \( 10^{-6} \) when \( N > 200 \)). It is also seen that in this case an additional image can further improve the accuracy. In contrast, if \( r' > 0.5 \), the convergence for \( L=0 \) case is slow and the inclusion of the inner-layer image is crucial for the approximation of the induced potential.

In order to investigate the sensitivity of the solution on the location of the inner-layer image. We consider to fix the inner-layer image and its strength as

\[
\begin{align*}
    r_1 &= \left( 0, 0, \left(1 + \varepsilon \right) \frac{R^2}{r'} \right), \quad \text{and} \quad q_1 = -\frac{R^2(1+\varepsilon) - Rr'}{r'(R-r')} 
\end{align*}
\]

for a small \( \varepsilon \), i.e., a slight variation of the Kelvin image point. This setting remains the boundary value at \((0,0,1)\) since the sum of the source and the image potential at this point is zero. The solution is then calculated by increasing the number of the outer-layer images to improve the accuracy. The different source locations \( r' = 0.8 \) and 0.9 are studied. Fig. 3(cd) shows the error results for three different \( \varepsilon \), together with the developed algorithm which adaptively determines the inner-layer image. The comparison demonstrates the optimization method can accurately determine the location of the image charge and thus provides high-precision approximation of the reduced potential.

This paper focuses the discussion on the Dirichlet boundary condition. The two-layer ICM can be straightforwardly extended to other boundary conditions. To show it, we give an example of the Robin boundary condition using the same setup as above but the boundary condition for the Green’s function, \( \nabla G \cdot n + G = 0 \), on the spherical surface. The only difference is the objective function in Eq. (2.14), which becomes \( \sum_{j=1}^{M} [\nabla \phi(x_j) \cdot n(x_j) + \phi(x_j)] \) with the potential function \( \phi \) defined by Eq. (2.13). We calculate the solutions with the two-layer ICM, and compared them with the exact solution,

\[
G_{\text{ind}}(r, r') = \sum_{n=0}^{\infty} \frac{n+1-R}{n+R} \frac{(rr')^n}{R^{2n+1}} P_n(\cos \theta),
\]

where \( \theta \) is the angle between \( r \) and \( r' \), \( P_n(\cdot) \) are the Legendre polynomials, and we take \( R=1 \) and truncate the series at \( n=100 \). The induced potential can be actually represented by an image point charge at \( r_K \) and an image line charge from \( r_K \) to infinity by following the procedure in Cai et al. [22]. Fig. (4) illustrates the maximum errors with two different source locations \( r' = 0.8 \) and 0.9. In each panel, the solutions are calculated for \( L = 0 \sim 5 \), and \( N \) increases from 100 to 1000. The results show a significant increase in accuracy with
Figure 3: (ab) Maximum errors for different source locations as function of number of outer-layer images for \( L = 0 \) (a) and \( L = 1 \) (b); (cd) Maximum errors for different perturbations for the inner-layer image and those adaptively determined using optimization searching for the source charge located at \( r' = 0.8 \) (c) and 0.9 (d).
the increase $L$ and $N$, and demonstrate that the two-layer ICM works well for the Robin boundary condition.

Example 2 (Cubic box). In this example, domain $\Omega$ is a cubic box of size $[-1,1]^3$ and the source charge is at the diagonal line $(1,1,1)d$ with $0<d<1$. In the calculation using the two-layer ICM, we take domain $\Omega^e$ being a sphere of radius 3 centered at the origin. The exact solution of this problem can be found using infinite image charges by the iterative reflection of planar images from different boundaries [27]. We use 7 images within the spherical boundary $\partial \Omega^e$ as the inner-layer images. These images are those close to the corner $(1,1,1)$. In the calculations, these images have fixed positions and charges in order to study the convergence with the number of the outer-layer images. For comparison, the case without the inner-layer images ($L = 0$) is computed.

In Fig. 5, the results without and with the inner-layer images are plotted for two different source locations $d = 0.7$ and 0.9. They are shown as the error distribution for the induced potential over a cross section $z = d$. Similar to the case of the spherical geometry, the results show that the use of the inner-layer images is essential in improving the accuracy of approximation, in particular, when the source charge is close to the boundary.

Fig. 6(ab) displays the error in self-energy of the unit source charge as function of $d$ for five different outer-layer image numbers $N = 100 \sim 1600$. For comparison, we also calculate the Poisson’s equation by the grid-based finite-difference method (FDM) [30] with grid sizes $\Delta x = \Delta y = \Delta z = 0.05$. In the finite-difference discretization, the delta function is distributed into the eight nearby grids such that the total amount of charge remains one. It is observed that in the $L = 0$ case the error in self-energy increases when $r'$ is away from the center. By comparing the results with those of the FDM, it clearly shows that the ICM provides much higher accuracy due to the difficulty of the solution singularity.
Figure 5: Absolute error of the induced potential in cubic box for a source charge at \( r' = (1, 1, 1)d \). The error in the cross section \( z = d \) is shown. (a) \( d = 0.7 \) without inner-layer images; (b) \( d = 0.7 \) with inner-layer images; (c) \( d = 0.9 \) without inner-layer images; (d) \( d = 0.9 \) with inner-layer images. The numbers on contours represent the logarithm of the error value.
in the finite-difference approximation. It is interesting to observe that the ICM is actually more accurate if the source point is closer to the boundary or corner of the cubic box. In Fig. 6(cd), we plot the convergence with the outer-layer image number, \( N \), for different source locations.

**Example 3 (Cylindrical geometry).** In this example, domain \( \Omega = \{(x,y,z) : x^2 + y^2 \leq 1 \text{ and } |z| \leq H/2 \} \) is a finite cylindrical geometry of radius \( R = 1 \) and height \( H \). The source charge is at \( r' = (0,r',d) \). We first consider the case of \( H = 2 \) and \( d = 0 \). This is a more difficult problem as the symmetry is broken due to the finite cylinder. We compute the solution for \( L = 0 \sim 7 \) and varying \( N \) with two cases of the source locations \( r' = 0.7 \) and 0.9. In the calculations, the fictitious domain takes a sphere of radius of 2 centered at the origin, and the initial positions of images are placed at an arc of radius \( 1+r' \) on the cross section of \( z = 0 \). Fig. 7(ab) shows the relative maximum error of the induced potential on the cylindrical boundary, \( \max |\tilde{G}_{\text{ind}} - G_{\text{ind}}| / \max |\tilde{G}_{\text{ind}}| \), for different number of inner-layer images as function of \( N \). The results for \( r' = 0.7 \) demonstrate the convergence with the increase of \( L \) and \( N \). Fig. 7(c) displays the locations of the inner-layer images as they are also on the same plane of \( z = 0 \). For \( r' = 0.9 \) shown in Fig. 7(b), there is a significant increase in accuracy with the use of the inner-layer images, i.e., \( L > 0 \). The maximum error remains around 1%, showing a slow convergence of the error with the increase of \( L \) and \( N \). The reason for the slow convergence is possibly due to the local optimization used in searching the inner-layer images, and to improve it we should use a method which can find the global minimization solution. We also compute the solution for a long cylinder of \( H = 40 \), for which the relative maximum errors are illustrated in Fig. 7(d) as function of \( d \). In the calculations, an ellipsoid with three axis lengths 2, 2 and 40, and the number of outer-layer images is fixed with \( n = 3200 \). It is seen that the maximum error is decreased with the increase of \( L \).

Finally, as an application we investigate the pairwise interaction between charges in a confined geometry, which is of great importance in ion channels and nano-materials applications [1,31]. It has been shown that the polarization effect could lead to the counterintuitive attraction between likely charged particles when there exists asymmetry in particle valence or sizes [32–34]. Under a confinement such as a cylindrical pore, the electrostatic interaction behaves quite differently from the direct Coulomb interaction, since the Dirichlet boundary condition provides an attraction to the charge and screens the interaction between charges. We consider the same cylindrical geometry as above with radius \( R = 1 \) and height \( H = 40 \). A source point of unit charge is placed at the center of the long cylinder. We use a large extended domain which is an ellipsoid of axis lengths 5, 5 and 100, and set 8634 monitoring points quasi-uniformly on the surface of the cylinder and 3200 outer-layer images on the ellipsoidal surface. Since the charge is at the center, no inner-layer image is used, and the algorithm can still provide an accuracy of the maximum error \( \sim 10^{-4} \) by additional test. Fig. 8 (lines) displays the electrostatic potential due to the charge. Both panels illustrate the short-range potential, different from the \( 1/r \) long-range potential in free space. It is intuitive to see the rapid decaying along the \( y \) direction due to the image charge repulsion, as shown in Fig. 8(a). Along the \( z \) direction, it is
Figure 6: (ab) Absolute error of the self-energy for the source charge located at $(1,1,1)/d$ as function of $d$: (a) without inner-layer images, and (b) with 7 inner-layer images. (cd) Maximum error in the induced potential for the source charge located at $(1,1,1)/d$ with 6 different $d$ as function of $N$: (c) without inner-layer images, and (d) with 7 inner-layer images.
Figure 7: (a) Relative error of induced potential for the case of \( r' = 0.7 \); (b) Relative maximum error for the case of \( r' = 0.9 \); (c) Locations of inner-layer images for the case of \( r' = 0.7 \); (d) Relative maximum error for a long cylinder of height \( H = 40 \) for source charge at \((0,0.7,d)\) as function of \(d\).
Figure 8: Electrostatic potential due to a source at the center of the long center. (a) $\phi(0, y, z)$ as a function of $y$ for $z = 0, 1$ and 2; (b) $\phi(0, y, z)$ as a function of $z$ for $y = 0, 0.7$ and 0.9. The lines represent the two-layer ICM, and the symbols represent the method with only inner-layer images.

clearly shown that the electrostatic potential $G(r, r')$ decays exponentially and the decay rate is at the order of cylindrical radius. This exponential decay phenomenon can be very useful in applications. For example in electrochemical energy devices [12, 13], this property implies that many like-charged particles can be put in a porous electrode and thus the capacitance of the electrode can be greatly enhanced. For comparison, the ICM with only inner-layer images [29] which approximate the cylindrical harmonics series [35] are present as symbols in Fig. 8 where six image charges are used for each source. Clearly, the method in Ref. [29] cannot produce the exponential screening for the interaction of large separation, which is much less accurate than the two-layer ICM developed in this paper.

4 Conclusions

We have developed a two-layer ICM for the rapid evaluation of the Green’s function in electrostatic interaction with given potential boundary conditions. Since the algorithm is shown promising by numerical examples, it is potentially useful for particle simulations of charged systems, e.g., the simulations of electrochemical energy devices, which will be the central issue of the future work. The algorithm is used to study the ionic interaction within a nanopore, demonstrating the exponential decaying of the potential when the ion separation is comparable to the size of the cylindrical pore. This finding explains the capacitance enhancement of using the porous materials as the electrode of supercapacitors. The paper presents very preliminary research of the algorithm. There is much
space to improve the algorithm in the future study, e.g., the acceleration algorithm for the nonlinear optimization and the matrix computation for the least squares. This paper focuses on the metallic boundary condition. We also present an example to show the algorithm works for the Robin boundary, and certainly the two-layer ICM can be extended to problems with dielectric boundary.
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