δ-mapping algorithm coupled with WENO reconstruction for nonlinear elasticity in heterogeneous media
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1. Introduction

Recently, the δ-mapping algorithm was proposed by Zhang and Liu [20,22] to deal with hyperbolic conservation laws with spatially varying flux functions. In the 1D scalar case, the mathematical theory of the algorithm was well developed and many favorable properties were proven. These include the consistency and monotonicity of numerical fluxes, and the obtaining of the entropy inequalities for strictly hyperbolic problems. Through the δ-mapping procedure, the Runge–Kutta discontinuous Galerkin (RKDG) method was also extended and applied to the LWR traffic flow model with inhomogeneous road conditions [21]. These successful examples in the 1D scalar case indicate that the algorithm can be hopefully extended to systems.

For the extension, we write 1D hyperbolic conservation laws with spatially varying flux functions in the following general form:

\[ U(x, t) t + f(U(x, t), a(x)) x = 0, \]  

where \( a(x) \) is a known scalar or vector function, usually representing some physical quantity or quantities. In traffic flow problems, for example, \( a(x) \) can be the number of lanes and the local maximum of the vehicle velocity [21]. For a uniform cell division \( \{I_j\}_{j=1}^N \) in spatial direction where \( I_j = [x_{j-1/2}, x_{j+1/2}] \), the semi-discretization conservative
scheme of (1) can be written in the following form:
\[
\frac{dU_i}{dt} + \frac{1}{\Delta x} (\hat{f}_{j+1/2} - \hat{f}_{j-1/2}) = 0,
\]
(2)
in which the numerical fluxes \( \hat{f}_{j\pm1/2} \) approximate the flux function \( f(U(x,t), a(x)) \) at the cell boundaries \( x_{j\pm1/2} \).

We suppose that \( \hat{f}_{j+1/2} \) is a function of \( \{U_i\} \) and \( \{a_i\} \) in the chosen stencil \( S_j = (x_{j-r}, \ldots, x_{j+s}) \),
\[
\hat{f}_{j+1/2} = \hat{f}(U_{j-r}, \ldots, U_{j+s}; a_{j-r}, \ldots, a_{j+s}).
\]
(3)
The basic idea of the \( \delta \)-mapping algorithm is to “standardize” the numerical flux function of (3), namely, it approximates a flux function in which the argument \( a \) is “frozen” or treated as a constant somewhere around \( x_{j+1/2} \), thus \( \hat{f} \) can be given by a classical numerical flux function that is designed to approximate a “standard” flux function. For the purpose, we define a mapping in the following. That is, for each \( j \) we find a certain \( \bar{a}_{j+1/2} \), which represents an intermediate state between \( a_j \) and \( a_{j+1} \); then we define the operator
\[
\delta_{j+1/2}: U_i \rightarrow \delta_{j+1/2} U_i, \quad \text{for } i = j - r, \ldots, j + s,
\]
such that
\[
f(U_i, a_i) = f(\delta_{j+1/2} U_i, \bar{a}_{j+1/2}), \quad \lambda_{il}(U_i, a_i) \lambda_{l}(\delta_{j+1/2} U_i, \bar{a}_{j+1/2}) \geq 0.
\]
(4)
Here \( \lambda_{il}(U, a) \) represents all eigenvalues of the Jacobian \( f_{U}(U, a) \). It is natural to choose \( \bar{a}_{j+1/2} = a(x_{j+1/2}) \); or \( \bar{a}_{j+1/2} = 0.5(a_j + a_{j+1}) \), if \( a(x) \) is discontinuous at \( x_{j+1/2} \). The biased choices of \( \bar{a}_{j+1/2} = a_j \) and \( \bar{a}_{j+1/2} = a_{j+1} \) are also tested in the present paper.

In the case of the compressional elastic waves, we note that \( \delta_{j+1/2} U_i \) can be uniquely solved through the equality of (4), and that the required inequality is self-evident (see Section 3.1). In other problems (e.g., the traffic flow problem), however, these might not be ensured and more complexities would be considered [20,22,21].

Through the \( \delta \)-mapping algorithm that is defined by (4), these values \( U_i \) of \( a_i \) states are “uniformized” to be the values \( \delta_{j+1/2} U_i \) of a certain \( \bar{a}_{j+1/2} \) state. Therefore, we define the function of (3) by a classical numerical flux function \( \tilde{f} \), i.e.,
\[
\tilde{f}_{j+1/2} = \tilde{f}(\delta_{j+1/2} U_{j-r}, \ldots, \delta_{j+1/2} U_{j+s}; \bar{a}_{j+1/2}),
\]
(5)
where \( \tilde{f} \) approximates the flux function \( f(\delta_{j+1/2} U, \bar{a}_{j+1/2}) \). We note that \( \bar{a}_{j+1/2} \) is fixed locally in the stencil \( S_j \), thus \( \tilde{f} \) could be obtained through many well developed numerical techniques such as the discontinuous Galerkin method [3], the ENO and WENO reconstructions [7,14], which are all designed for the numerical approximation to standard conservation laws.

We stress two favorable properties of the \( \delta \)-mapping algorithm. For some appropriate choice of \( \bar{a}_{j+1/2} \) and the replacement of \( \hat{f} \) by the Godunov flux \( (r = 0 \text{ and } s = 1) \) in the scalar case, we do acquire the exact Riemann solver from (5). Furthermore, it can be easily verified by (3)–(5) that \( \tilde{f} \) is consistent with steady solutions such that, for \( i = j - r, \ldots, j + s \),
\[
\tilde{f}(U_{j-r}, \ldots, U_{j+s}; a_{j-r}, \ldots, a_{j+s}) = f(U, \bar{a}_{j+1/2}), \quad \text{if } f(U_i, a_i) \equiv f(U, \bar{a}_{j+1/2}),
\]
(6)
because \( \tilde{f} \) is supposed to be consistent with \( f(U, \bar{a}_{j+1/2}) \) such that
\[
\tilde{f}(\delta_{j+1/2} U_{j-r}, \ldots, \delta_{j+1/2} U_{j+s}; \bar{a}_{j+1/2}) = f(U, \bar{a}_{j+1/2}), \quad \text{if } \delta_{j+1/2} U_i \equiv U.
\]
(7)
See also [20,22,21] for more details.

In the present paper, the \( \delta \)-mapping algorithm is coupled with the WENO reconstruction. This hybrid scheme is applied to solve compressional elastic waves in nonlinear heterogeneous media in the context of references [11,12,1,4]. In Section 2, the model equations of 1D problem are introduced. In Section 3, the procedures for the numerical implementation are detailed. In Section 4, considerable numerical examples are presented, which include those that demonstrate the capability of resolving simple waves in the Riemann problem (Section 4.1), those that simulate linear and nonlinear elastic waves in 1D heterogeneous media (Section 4.2), and those for accuracy test (Section 4.3). The extension to the 2D elasticity in heterogeneous media (which contains arbitrary-shaped interfaces) is also discussed briefly through one heuristic example (Section 4.4); more issues with this can be found in literatures (e.g., [15] and the references therein). In Section 5, we conclude the paper with several remarks.
2. Governing equations of 1D elasticity in heterogeneous media

We consider the system of the following two equations in 1D compressional elastic materials:

\[
\begin{align*}
\epsilon_t - u_x &= 0, \\
(\rho u)_t - \sigma_x &= 0,
\end{align*}
\]

(8)
(9)

where the unknown variables \(\epsilon(x,t)\) and \(u(x,t)\) denote the strain and velocity, respectively; the density \(\rho(x)\) and the stress-strain relation \(\sigma = \sigma(\epsilon,K(x))\) are known functions. It is well known that this system governs propagations of P-waves in the 1D elastic solid [10]. A elastic solid also supports shear waves (S-waves) in which the motion of the motion is orthogonal to the direction of wave propagation. In 1D situation, the equations of P-waves and S-waves are separated, and the equations of S-waves are essentially identical to (8)–(9).

When the problem is considered in a periodic medium that consists of alternating layers of two different materials, the functions \(\rho(x)\) and \(K(x)\) are regarded discontinuously as piecewise constants. Suppose that each layer is one unit thick, then they are given by

\[
(\rho(x),K(x)) = \begin{cases} 
(\rho_A,K_A), & 2j \leq x < 2j + 1, \\
(\rho_B,K_B), & 2j + 1 \leq x < 2j + 2.
\end{cases}
\]

(10)

Besides, the stress \(\sigma\) is a continuous function of \(\epsilon\) and \(K\), as is given by

\[
\sigma(\epsilon,K) = K\epsilon + \beta K^2\epsilon^2.
\]

(11)

This same problem was discussed in [11,12]. Similar problems can be found in [1,4].

Corresponding to (1), we introduce the conservative variable \(Q = \rho u\). Thus, the model equations of (8) and (9) can be written in the same conservation form of (1),

\[
U_t + f(U,a)x = 0
\]

(12)

with

\[
U = (\epsilon, Q), \quad f(U,a) = \begin{pmatrix} -Q/\rho \\ -\sigma(\epsilon,K) \end{pmatrix}, \quad a = (\rho, K).
\]

(13)

For fixed \(a\) we have the Jacobian matrix of \(f(U,a)\) and its two eigenvalues:

\[
A(U,a) \equiv f_U(U,a) = \begin{pmatrix} 0 & -1/\rho \\ -\sigma_0 & 0 \end{pmatrix}, \quad \lambda_1(U,a) = -c, \quad \lambda_2(U,a) = c,
\]

(14)

where \(c = \sqrt{\sigma_0/\rho}\) is the sound speed, and \(\sigma_0\) is the first order derivative of \(\sigma\) with respect to \(\epsilon\). Let \(R\) denote the eigen-matrix which consists of two linearly independent right eigenvectors: \(R(U,a) = (r_1(U,a), r_2(U,a))\), then the Jacobian \(A\) is diagonalized as the follows:

\[
R^{-1}(U,a)A(U,a)R(U,a) = A(U,a),
\]

with

\[
R(U,a) = \begin{pmatrix} 1 & -1 \\ \frac{c}{\sigma_0} & \frac{1}{\sigma_0} \end{pmatrix}, \quad R^{-1}(U,a) = \begin{pmatrix} \frac{c}{\sigma_0} & \frac{1}{2} \\ -\frac{c}{\sigma_0} & \frac{1}{2} \end{pmatrix}, \quad A(U,a) = \begin{pmatrix} -c & 0 \\ 0 & c \end{pmatrix}.
\]

(15)

This diagonalization will be applied for the characteristic decomposition in Section 3.

The initial and boundary conditions will be given in Section 4 for numerical implementation. To learn more about the physical background of this problem, see [11,12,1,4]. The wave propagation properties are detailed in [11].

3. Application of \(\delta\)-mapping algorithm to elastic system

In accordance with the procedures of (2)–(5) (Section 1), we design the numerical scheme for conservation system (12). For this purpose we first map all relevant values \(U_i\) of (3) onto the \(\delta_j\) state by solving (4), so that we obtain \(\delta_jU_i\). Then we compute \(\hat{f}_{j+1/2}\) of (5) by the fifth-order accurate WENO reconstruction. This will involve six point values of \(\delta_{j+1/2}U_i\) and precisely \(r = 2\) and \(s = 3\) in (3)–(5).

A complete numerical scheme of the model system is detailed in the following sections.
3.1. Mapping solution variables of \( a_i \) states onto \( \tilde{a}_{j+1/2} \) state

By (4) and (13), we have, for \( i = j - 2, \ldots, j + 3, \)

\[
Q_i / \rho_i = \delta_{j+1/2} Q_i / \tilde{\rho}_{j+1/2}, \quad \sigma(e_i, K_i) = \sigma(\delta_{j+1/2} e_i, \tilde{K}_{j+1/2}),
\]

(16)

where \( (\tilde{\rho}_{j+1/2}, \tilde{K}_{j+1/2}) = \tilde{a}_{j+1/2} \). We solve \( \delta_{j+1/2} Q_i \) and \( \delta_{j+1/2} e_i \) according to two different cases of (11), as is proceeded in the following.

For linear materials with \( \beta = 0 \), (16) is easily solved by

\[
\delta_{j+1/2} Q_i = \tilde{\rho}_{j+1/2} Q_i / \rho_i, \quad \delta_{j+1/2} e_i = \frac{\sigma(e_i, K_i)}{\tilde{K}_{j+1/2}}.
\]

(17)

For nonlinear materials with \( \beta > 0 \), since \( \delta_{j+1/2} e_i > 0 \), (16) can be solved uniquely by

\[
\delta_{j+1/2} Q_i = \tilde{\rho}_{j+1/2} Q_i / \rho_i, \quad \delta_{j+1/2} e_i = \frac{(1 + 4\beta \sigma(e_i, K_i))^{1/2} - 1}{2\beta \tilde{K}_{j+1/2}}.
\]

(18)

We note that the inequality of (4) is self-evident in the solution.

3.2. Characteristic-wise WENO reconstruction through flux splitting

To derive the numerical flux \( \hat{f}_{j+1/2} \) from the function of (5), it seems that system (12) is standardized locally at \( x_{j+1/2} \), to be the following:

\[
U_i + f(U, \tilde{a}_{j+1/2})x_i = 0.
\]

(19)

Accordingly, we reconstruct the numerical flux function \( \hat{f}_{j+1/2} \) by the WENO method with \( U = \{\delta_{j+1/2} U_i\} \), which are given by (17) or (18) for \( i = j - 2, \ldots, j + 3 \). This reconstruction is proceeded as follows:

1. Linearize the Jacobian of (19) at \( x_{j+1/2} \) by choosing the arithmetic mean \( U_{j+1/2} = 0.5(\delta_{j+1/2} U_j + \delta_{j+1/2} U_{j+1}) \), and proceed the characteristic decomposition of \( A(U_{j+1/2}, \tilde{a}_{j+1/2}) \) following (14)–(15) so as to obtain

\[
R = R(U_{j+1/2}, \tilde{a}_{j+1/2}), \quad R^{-1} = R^{-1}(U_{j+1/2}, \tilde{a}_{j+1/2}), \quad c = c(U_{j+1/2}, \tilde{a}_{j+1/2}).
\]

(2)

2. Multiply (19) with \( R^{-1} \) and make the transformation: \( V = R^{-1} U, \ g = R^{-1} f(U, \tilde{a}_{j+1/2}) \); and compute

\[
V_i = R^{-1} \delta_{j+1/2} U_i, \quad g_i = R^{-1} f(\delta_{j+1/2} U_i, \tilde{a}_{j+1/2}), \quad \text{for} \ i = j - 2, \ldots, j + 3.
\]

We then proceed the following local Lax–Friedrichs flux splitting:

\[
g_i^+ = \frac{1}{2}(g_i + \alpha_{j+1/2} V_i), \quad g_i^- = \frac{1}{2}(g_i - \alpha_{j+1/2} V_i), \quad \text{for} \ i = j - 2, \ldots, j + 3.
\]

Since \( |\lambda_1| = |\lambda_2| = c \), in the above we choose a mutual viscosity coefficient for each component of the characteristic variables,

\[
\alpha_{j+1/2} = \max(c(\delta_{j+1/2} U_j, \tilde{a}_{j+1/2}), c(\delta_{j+1/2} U_{j+1}, \tilde{a}_{j+1/2})).
\]

(3)

3. With \( v_i = g_i^+, \ i = j - 2, \ldots, j + 2 \), compute \( v_i^- \) component by component through the WENO reconstruction, and then set \( \hat{g}_i^{+} = v_i^{+} \). With \( v_i = g_i^- \), \( i = j - 1, \ldots, j + 3 \), compute \( v_i^{+} \) similarly through the WENO reconstruction and then set \( \hat{g}_i^{+} = v_i^{+} \). Thus we have

\[
\hat{g}_{j+1/2}^{+} = \hat{g}_{j+1/2}^{+} + \hat{g}_{j+1/2}^{-}.
\]

(4)

4. Form the flux by transforming back into physical space:

\[
\hat{f}_{j+1/2} = R \hat{g}_{j+1/2}.
\]

Finally, for the temporal discretization of (2), we apply the third-order accurate TVD Runge–Kutta method. We note that the WENO reconstruction along with the TVD Runge–Kutta discretization is not detailed in the above since
they can be found widely in many publications, e.g., in [18,9,8,2,17] for upwind WENO schemes, and in [13,16] for central WENO schemes. According to considerable numerical experience [6], it is suggested that the stability for the WENO scheme is ensured under the following CFL condition:  
\[
\frac{\Delta t^a}{\Delta x^a} \leq 0.6,
\]
where \(\alpha^a\) is the maximum of \(\alpha_{j+1/2}\) taken over all \(j\) at \(t = t^n\). Although the problem is with spatially varying flux functions, this stability condition is inherited by the proposed \(\delta\)-mapping algorithm in that the equality of (20) is always taken in numerical implementation.

4. Numerical examples

In Section 4.1, two examples of the Riemann problem are designed for mathematical purpose, but they are unnecessarily the physical reality. With clear wave profiles, the examples show high resolution property and indicate the credibility of the proposed numerical scheme. Furthermore, convergence to (exact) smooth solution with high order accuracy is also indicated (Section 4.3). These are important for the scheme to be applied to solve application problems, for which the exact solution can generally not be obtained. In solving the 1D elasticity in heterogeneous media (Section 4.2), the numerical results are comparable with those given in [1,4,12]; the example for solving the 2D elasticity in heterogeneous media (Section 4.4) is also comparable with that in [10].

We note that the WENO scheme that is without the \(\delta\)-mapping procedure (or by defining \(\delta_{j+1/2} = u\) in our scheme) is shown to be inefficient (Sections 4.1 and 4.2). Finally, for the choice of the intermediate state \(\tilde{a}_{j+1/2}\) in our scheme, we adopt \(\tilde{a}_{j+1/2} = 0.5(a_j + a_{j+1})\) in all of our examples except for two figures respectively in Sections 4.2 and 4.3, where two biased choices of \(\tilde{a}_{j+1/2} = a_j\) and \(\tilde{a}_{j+1/2} = a_{j+1}\) are compared.

4.1. Resolution of waves in Riemann problem

For the following two numerical examples, the Riemann problem is given by the data:

\[
\left(\varepsilon(x,0), Q(x,0)\right) = \begin{cases} 
(0.3,-0.3), & x < 0, \\
(0.1,-0.1), & \text{otherwise}.
\end{cases}
\]

These are initial value problems and therefore no boundary conditions are needed. As indicated in [21] and the references therein, system (12) can be similarly rewritten as a standard 3 \(\times\) 3 system with an extra characteristic field \(\lambda = 0\), thus three waves are expected in numerical results. The exact Riemann solution of linear system (12) was also obtained with three waves in [11].

Example 1 (Linear case, \(\Delta x = 0.1, \text{ Fig. 1}\)). For (12) with \(\beta = 0\) in (11), the vector function \(a(x)\) is taken as

\[
\left(\rho(x), K(x)\right) = \begin{cases} 
(1,1), & x < 0, \\
(3,3), & \text{otherwise}.
\end{cases}
\]

In this problem, besides the contact discontinuity that coincides with the interface \(x = 0\), one linear wave propagates backward with the speed \(\lambda_1 = -1\), whereas the other propagates forward with the speed \(\lambda_2 = 1\).

In Fig. 1(a), these three waves are highly resolved by the proposed numerical scheme. In contrast, the direct application of the WENO scheme (without the \(\delta\)-mapping) is incapable of resolving the contact discontinuity \(x = 0\), as is shown in Fig. 1(c), where the non-physical “blow-up” in \(Q\) can be hardly suppressed even with sufficiently small \(\Delta t^n\), say with \(\Delta t^n = 0.1\Delta x/\alpha^n\).

The different results of the two algorithms can be well explained through the comparison between Fig. 1(b) and (d). Since \(-u\) and \(-\sigma\) are the components of the flux vector \(f\), \(u\) and \(\sigma\) must be continuous at the interface after the wave breaking, even though they are discontinuous initially. This conclusion is made according to the Rankine–Hugoniot conditions which are applied for the conservation at the interface \(x = 0\). In Fig. 1(b), we note that this feature is highly resolved because the numerical flux of the proposed scheme is consistent with steady flows, as is stated in (6) and (7). In contrast, the non-physical “blow-up” (or oscillations) near the interface in Fig. 1(d) can be hardly suppressed since the WENO scheme itself is consistent only with trivial solutions, but not with steady flows in general.
In the above, the comparison should be similar (probably with numerical results no better) if the WENO scheme is replaced by other classical numerical methods that are designed for solving standard hyperbolic conservation laws. Therefore, we conclude that the $\delta$-mapping algorithm is a crucial step whereby a classical scheme could be coupled in solving hyperbolic conservation laws with spatially varying flux functions. In the scalar case, we note that this argument is strongly supported by those numerical schemes that were developed in [20,22,21].

**Example 2 (Nonlinear case, $\Delta x = 0.1$, Fig. 2).** For nonlinear system (12) with $\beta = 0.3$ in (11), the vector function $a(x)$ is given by

$$
(a) = \begin{cases} 
(1, 1), & x < 0, \\
(3, 3), & \text{otherwise}. 
\end{cases}
$$

The numerical results are shown in Fig. 2. In this example, our comments on numerical results and the comparison between the two algorithms are similar to those in Example 1, except that two shocks (instead of two contact discontinuities) moving in opposite directions away from the interface are observed.
4.2. Application examples

We consider a periodic medium that consists of alternating layers of two different materials, for which the parameters of (10) are given in each example. The initial data are taken as

\[ \varepsilon(x, 0) = 0, \quad u(x, 0) = 0, \quad \text{or} \quad U(x, 0) = 0; \]

additionally, a boundary condition at \( x = 0 \) is applied and given by

\[ u(0, t) = \begin{cases} 0 & \text{if } t \leq 60, \\ [-0.2(1 + \cos(\pi(t - 30)/30)) & \text{if } 60 < t < 70. \end{cases} \]

(24)

This boundary condition is a description of stretching the material by pulling the left edge outward for \( 0 < t < 60 \), resulting in elastic waves that propagate through the material rightwards. The velocity retrieves its initial value with \( u(0, t) = u(0, 0) = 0 \) for \( t \geq 60 \), and as a consequence the left boundary restores to its initial state with \( U(0, t) = U(0, 0) = 0 \) for \( t > t_0 \), where \( t_0 \) should be slightly larger than 60. To describe this recovery at the left boundary, it is enough to set \( u(0, t) = 0 \) for \( t > t_0 \) with \( t_0 = 70 \), as is indicated in (24). Thereafter the right-going wave is supposed to propagate through an essentially infinite medium, and thus we apply the periodic boundary conditions (for \( t \geq 70 \)) to observe long time behavior of the propagation.

We state with emphasis on the numerical treatment of the boundary conditions during the perturbation and recovery period \( 0 < t < 70 \). To reflect this physically unique process, the numerical flux at the left boundary should be fixed such that they are given exactly, i.e., \( \tilde{f}_{1/2} = (-u, -\sigma)^T|_{x=0} \). Furthermore, the WENO reconstruction requires three cells on the left side of the concerned cell interface, thus two ghost point values in \( L_{-1} \) and \( I_0 \) are needed to obtain \( \tilde{f}_{3/2} \) and \( \tilde{f}_{5/2} \). Considering that \( u \) and \( \sigma \) in the flux function are smoother, we acquire them from the following second-order extrapolation:

\[ u_k = 2u_{k+1} - u_{k+2}, \quad \sigma_k = 2\sigma_{k+1} - \sigma_{k+2}, \quad k = -1, 0. \]

Accordingly, \( \varepsilon_k \) and \( Q_k \) are obtained through (11) and the relation \( Q = \rho u \).

In the following, we adopt exactly the same data of physical parameters as those in [11], so that one can validate the numerical results computed by the proposed scheme through comparison.

Example 3 (Heterogeneous linear material, \( \Delta x = 0.125 \), Fig. 3). We set \( \beta = 0 \) in (11), and other parameters in (10) are specified as follows:

\[ \rho_A = 1, \quad \rho_B = 3; \quad K_A = 1, \quad K_B = 3. \]

The numerical results of the strain and stress at time \( t = 60 \) and 90 are shown in Fig. 3. In the observation, Fig. 3(a)–(d) indicate that the waves are of right-going and the shapes of the strain and stress keep essentially unchanged. At each layer interface, the strain \( \varepsilon \) is discontinuous in contrast to the stress \( \sigma \) which is continuous and thus much smoother.

These features as well as the figure profiles are completely in accordance with data in [11]. In Fig. 3(e) and (f), on the other hand, we see significant non-physical oscillations that are due to the direct application of the WENO scheme without the \( \delta \)-mapping procedure.

Example 4 (Heterogeneous nonlinear material, \( \Delta x = 0.05 \), Figs. 4–6). We set \( \beta = 0.3 \), and the data in (10) are given as

\[ \rho_A = 1, \quad \rho_B = 3; \quad K_A = 1, \quad K_B = 3. \]

The strain and stress at \( t = 120 \) and 240 are shown in Fig. 4. In Fig. 4(a)–(d), the numerical results are computed by the proposed scheme and accurately we see the hump in stress steepen and the figure profiles break up into a train of solitary waves. In the development up to \( t = 840, 1500 \) and 2850, for which the numerical results are shown in Fig. 5, it is very interesting to see these waves separate each other. Again, these results including the wave number and lengths are completely in accordance with those in [11]. In comparison, the direct application of the WENO scheme fails to distinguish these waves (Fig. 4(e) and (f)).

Finally, we show that the different choices of intermediate state \( \tilde{a}_{j+1/2} \) will make little difference in numerical results. For the same other parameters of this example and at \( t = 1500 \), the velocity \( u \) and the stress \( \sigma \) are used for the comparison as shown in Fig. 6, because they (as the components of \( -f \)) are most sensitive to errors.
4.3. Accuracy test

For this accuracy test, we specify the coefficients $\rho(x)$ and reset the strain and stress relation, so as to obtain smooth solutions of (12). For the linear case, we choose $\rho = (6x^2 + 2)(2 + x^2)^{-1}$, and $\sigma = (1 + x^2)\varepsilon$, so that

$$
\varepsilon(x, t) = -2xe^{-t}, \quad u(x, t) = (2 + x^2)e^{-t}.
$$

(25)

For the nonlinear case, we choose $\rho = (28 + 26x + 6x^2)(6 + 4x + x^2)^{-1}$, and $\sigma = (\frac{5}{4} + \frac{1}{2})\varepsilon^2$, then

$$
\varepsilon(x, t) = \frac{12x + 24}{(t + 1)^2}, \quad u(x, t) = -\frac{12x^2 + 48x + 72}{(1 + t)^3}.
$$

(26)

In the computation, the boundary conditions (including those at the ghost points) are given by the exact values, and the time steps are taken such that $\Delta t = O(\Delta x^{5/3})$. The $L_1(-1, 1)$ and $L_\infty(-1, 1)$ errors between the numerical and smooth solutions are shown in Tables 1 and 2, along with the order of convergence. These results indicate the expected fifth order accuracy of the WENO reconstruction.

It might be also a concern what sort of accuracy is obtained for the test problem in the layered medium. In general, this case includes considerable discontinuities and therefore the same accuracy could not be achieved. The order of convergence with $L_\infty(-1, 1)$ errors is indicated to be around 1.75 (Table 3) when applying Example 4 and taking the numerical solution with $h = \Delta x = 0.0125$ to be the “true solution”. The errors are also shown in Fig. 7.

In the above, we set $\tilde{a}_{j+1/2} = a_{j+1/2}$. For the biased choices of $\tilde{a}_{j+1/2} = a_j$ and $\tilde{a}_{j+1/2} = a_{j+1}$ that are applied in Fig. 6, the test indicates almost the same errors and orders. These errors are indicated with little difference, as are compared in Fig. 8, where Example 4 is also applied with the same parameters except for $h = 0.05$. 
Fig. 4. The strain and stress, (a)–(d) at $t = 120$ and $t = 240$ with $\delta$-mapping; (e), (f) at $t = 240$ without $\delta$-mapping.

<table>
<thead>
<tr>
<th>$t$</th>
<th>the strain $\epsilon$</th>
<th>the velocity $u$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$ error</td>
<td>order</td>
</tr>
<tr>
<td>10</td>
<td>1.97E−04</td>
<td>3.77E−04</td>
</tr>
<tr>
<td>20</td>
<td>7.03E−06</td>
<td>4.81</td>
</tr>
<tr>
<td>40</td>
<td>2.25E−07</td>
<td>4.97</td>
</tr>
<tr>
<td>80</td>
<td>7.04E−09</td>
<td>5.00</td>
</tr>
<tr>
<td>160</td>
<td>2.25E−10</td>
<td>4.97</td>
</tr>
<tr>
<td>320</td>
<td>7.61E−12</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Table 2
$L_1(−1, 1)$ and $L_\infty(−1, 1)$ errors, and orders of convergence to exact smooth solution (26)

<table>
<thead>
<tr>
<th>$t$</th>
<th>the strain $\epsilon$</th>
<th>the velocity $u$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$ error</td>
<td>order</td>
</tr>
<tr>
<td>10</td>
<td>3.63E−04</td>
<td>6.53E−04</td>
</tr>
<tr>
<td>20</td>
<td>9.54E−06</td>
<td>5.25</td>
</tr>
<tr>
<td>40</td>
<td>2.74E−07</td>
<td>5.12</td>
</tr>
<tr>
<td>80</td>
<td>1.10E−08</td>
<td>4.64</td>
</tr>
<tr>
<td>160</td>
<td>5.40E−10</td>
<td>4.35</td>
</tr>
<tr>
<td>320</td>
<td>1.89E−11</td>
<td>4.97</td>
</tr>
</tbody>
</table>
Fig. 5. The strain and stress at (a), (b) \( t = 840 \); (c), (d) \( t = 1500 \); and (e), (f) \( t = 2850 \).

Fig. 6. Comparison among different \( \tilde{a}_{j+1/2} \): (a) \( \tilde{a}_{j+1/2} = a_j \); (b) \( \tilde{a}_{j+1/2} = 0.5(a_j + a_{j+1}) \); (c) \( \tilde{a}_{j+1/2} = a_{j+1} \).

Table 3

<table>
<thead>
<tr>
<th>( \Delta x )</th>
<th>( L_\infty ) error of ( u )</th>
<th>( L_\infty ) order of ( u )</th>
<th>( L_\infty ) error of ( \sigma )</th>
<th>( L_\infty ) order of ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>9.82E−02</td>
<td></td>
<td>1.93E−01</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>3.29E−02</td>
<td>1.58</td>
<td>6.38E−02</td>
<td>1.6</td>
</tr>
<tr>
<td>0.05</td>
<td>9.65E−03</td>
<td>1.77</td>
<td>1.75E−02</td>
<td>1.87</td>
</tr>
<tr>
<td>0.025</td>
<td>2.65E−03</td>
<td>1.86</td>
<td>4.51E−03</td>
<td>1.95</td>
</tr>
</tbody>
</table>

### 4.4. Extension to 2D linear elasticity in heterogeneous media

In this section, the developed scheme is extended to solve the 2D linear elasticity in heterogeneous media. We take the following model equations:
Fig. 7. $L_\infty$ errors at $t = 240$ in a grid refinement, applying Example 4 and taking numerical solution with $h = 0.0125$ to be true solution: (a) the velocity $u$; (b) the stress $\sigma$.

Fig. 8. Comparison of errors among the left-biased ($\tilde{a}_{j+1/2} = a_j$), centered ($\tilde{a}_{j+1/2} = a_{j+1/2}$) and right-biased ($\tilde{a}_{j+1/2} = a_{j+1}$) mappings at $t = 240$: (a) the velocity $u$; (b) the stress $\sigma$.

\[
\begin{align*}
\sigma_{11}^{11} - (\lambda + 2\mu)u_x - \lambda v_y &= 0, \\
\sigma_{22}^{11} - \lambda u_x - (\lambda + 2\mu)v_y &= 0, \\
\sigma_{12}^{12} - \mu (v_x + u_y) &= 0, \\
\rho u_t - \sigma_{x}^{11} - \sigma_{y}^{12} &= 0, \\
\rho v_t - \sigma_{x}^{12} - \sigma_{y}^{22} &= 0,
\end{align*}
\]

which describe both P- and S-waves in the $x$–$t$ plane and are known as the Plane–Strain equations. Here, $\sigma_{11}^{11}, \sigma_{22}^{22}$ are normal stress components in $x, y$ directions, and $\sigma_{12}$ is the shear stress; $\lambda$ and $\mu$ are the Lamé parameters of the material, which are also the functions of spatial variables in heterogeneous media. See [10] for more descriptions about this model.

Through the introduction of the new variables:

\[
Q_1 = \frac{\sigma_{11}^{11} + \sigma_{22}^{22}}{2(\lambda + \mu)}, \quad Q_2 = \frac{\sigma_{11}^{11} - \sigma_{22}^{22}}{2\mu}, \quad Q_3 = \frac{\sigma_{12}^{12}}{\mu}, \quad Q_4 = \rho u, \quad Q_5 = \rho v,
\]

the system can be rewritten in the following conservation form:

\[
U_t + F(U,a)_x + G(U,a)_y = 0,
\]
Fig. 9. Numerical results of the stresses $\sigma_{11}$ and $\sigma_{12}$ with two different grid points $200 \times 200$ (a,b) and $400 \times 400$ (c,d). (a,c) 30 contours of $\sigma_{11}$ from $-0.8$ to $4.8$; (b,d) 30 contours of $\sigma_{12}$ from $-0.39$ to $0.16$.

with

$$U = \begin{pmatrix} Q_1 \\ Q_2 \\ Q_3 \\ Q_4 \\ Q_5 \end{pmatrix}, \quad F(U, a) = \begin{pmatrix} -Q_4/\rho \\ -Q_4/\rho \\ -Q_5/\rho \\ (\lambda + \mu)Q_1 + \mu Q_2 \\ \mu Q_3 \end{pmatrix}, \quad G(U, a) = \begin{pmatrix} -Q_5/\rho \\ Q_5/\rho \\ -Q_4/\rho \\ \mu Q_3 \\ (\lambda + \mu)Q_1 - \mu Q_2 \end{pmatrix}. \quad (28)$$

Note that these functions of spatial variables are represented by the vector $a = (\rho(x,y), \lambda(x,y), \mu(x,y))$.

To solve this 2D system, the numerical scheme of (2) can be easily extended in a way of “dimension by dimension”; see (for example) [17] for more details. Therefore, it is similar to achieve a local “standardization” in a numerical flux through the $\delta$-mapping algorithm and then apply the WENO reconstruction to obtain the numerical fluxes. In this case, we acquire $\delta U_{i+l,j+m}$, for $l, m = -2, -1, \ldots, 3$, from the following equations:

$$\begin{align*}
(Q_4)_{i+l,j+m}/\rho_{i+l,j+m} &= \tilde{\delta}(Q_4)_{i+l,j+m} / \tilde{\rho}_{ij}, \\
(Q_5)_{i+l,j+m}/\rho_{i+l,j+m} &= \tilde{\delta}(Q_5)_{i+l,j+m} / \tilde{\rho}_{ij}, \\
\mu_{i+l,j+m}(Q_3)_{i+l,j+m} &= \tilde{\mu}_{ij}\tilde{\delta}(Q_3)_{i+l,j+m}, \\
(\lambda_{i+l,j+m} + \mu_{i+l,j+m})(Q_1)_{i+l,j+m} &= (\tilde{\lambda}_{ij} + \tilde{\mu}_{ij})\tilde{\delta}(Q_1)_{i+l,j+m}, \\
\mu_{i+l,j+m}(Q_2)_{i+l,j+m} &= \tilde{\mu}_{ij}\tilde{\delta}(Q_2)_{i+l,j+m}. 
\end{align*}$$
We consider such a heterogeneous medium that consists of two different materials, with the parameters
\[ \rho_A = 1, \quad \lambda_A = 4, \quad \mu_A = 0.5; \quad \rho_B = 1, \quad \lambda_B = 2, \quad \mu_B = 1, \]
in the domain \([-1, 1] \times [-1, 1]\). We suppose that the region of \(x > 0\) and \(y < 0.55x\) is filled with material B, and that other regions are filled with material A. The initial data are taken as
\[ \sigma_{11} = 5, \quad \sigma_{22} = 4, \quad \sigma_{12} = 0, \quad u = -\sqrt{5}, \quad v = 0, \]
for \(-0.35 < x < -0.2\), and zero elsewhere.

The initial values suggest a right-going P-wave (along \(x\) direction) in that \(U\) is a right eigenvector of the Jacobian \(F_U(U, a)\). After hitting the interface, the transmitted P-wave moves more slowly in material B, and a partial reflection appears. Numerical results of \(\sigma_{11}\) and \(\sigma_{12}\) at time \(t = 0.5\) are shown in Fig. 9, with the time step \(\Delta t = 0.4\Delta x/\sqrt{5}\) and two different grid points \(200 \times 200\) and \(400 \times 400\). From the figure, the transmitted and reflected P-waves are clearly observed, and the S-waves go clearly along the ramp portion of the interface. These suggest an excellent convergence when compared with the known numerical results (e.g., in [10]).

In this example, we note that the computational time is controlled such that the propagation does not reach \(x = \pm 1\), thus the left and right boundary (namely all needed ghost point) values remain zero. Since there is no propagation in \(y\) direction, we only need to set
\[ U_y(x, \pm 1, t) = 0 \]
to describe the change of solution that is due to the propagation along the boundaries \(y = \pm 1\). By the zero-order extrapolation, this suggests that all ghost point values of \(U(x, -1, t)\) or \(U(x, 1, t)\) equal to the proximal one in the computational domain. See also [10] for similar treatment.

For a longer computation, we note that such special treatment as ABCs or PMLs is needed to sustain the wave propagation in unbounded domains in \(x\) direction. See [5,19] for this account.

5. Conclusions

By extension, we develop the \(\delta\)-mapping algorithm for solving the elastic waves in heterogeneous media. This algorithm is coupled with the WENO method to constitute a complete scheme. In solving the model system which possesses spatially varying flux functions, this scheme is advantageous because its numerical flux is consistent with steady solutions in comparison with a classical numerical flux which is only consistent with trivial solutions. Therefore, as compared with the WENO scheme itself, this scheme generates highly resolved numerical results.

For further extension of the \(\delta\)-mapping algorithm, we emphasize that

(a) it can be coupled with other well developed numerical methods (e.g., the RKDG and TVD schemes) in solving similar problems;
(b) it can be directly and widely applied in many physical problems wherever the mapping is explicit and unique; and
(c) for problems in which case the mapping is implicit, alternatives of the mapping should be developed for efficient computation.
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